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Abstract 

 
Recently, image analysis research has been actively conducted due to the accumulation of big 
image data and the development of deep learning. Image analytics research has different 
characteristics from other data such as data size, real-time, image quality diversity, structural 
complexity, and security issues. In addition, a large amount of data is required to effectively 
analyze images with deep-learning models. However, in many fields, the data that can be 
collected is limited, so there is a need for meta learning based image analysis technology that 
can effectively train models with a small amount of data. This paper presents a comprehensive 
survey of meta-learning-based object-tracking techniques. This approach comprehensively 
explores object tracking methods and research that can achieve high performance in data-
limited situations, including key challenges and future directions. It provides useful 
information for researchers in the field and can provide insights into future research directions. 
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1. Introduction 

In recent years, image and video analysis technologies have been developing rapidly. 
As a result, research in detection and object-tracking techniques has become increasingly 
important. Object detection is the identification of one or more different objects in an image 
or video, and the location of the object is represented by a bounding box. As object detection 
technology improves, it is increasingly used in various fields such as autonomous driving, 
smart farms, robotics, and healthcare. For example, in the field of autonomous driving, object 
detection technology based on deep learning and machine learning enables cars to recognize 
their surroundings and accurately identify other vehicles, pedestrians, road signs, etc. In 
addition, smart farms can monitor crop growth or detect pests at an early stage [1, 2]. 

Object tracking is used to continuously identify and track specific objects in video or live 
streaming. It is utilized in various fields such as autonomous driving, security and surveillance, 
and sports analytics [3, 4, 5]. However, it is difficult to identify each object when the shape of 
the object changes, the similarity between objects is high, or the object is occluded. In addition, 
object tracking in real-time applications is computationally expensive. 

Meta-learning helps deep learning models optimize their learning process for new tasks 
based on what they've learned before, and allows models to learn quickly with less data, so 
they can adapt quickly without the need for large amounts of data and iterative training. As a 
result, you can expect improved performance with smaller amounts of data collected across 
industries. In this paper, we analyze a set of methodologies for object detection and tracking 
techniques based on meta-learning. Table 1 shows the categorization of the object detection 
and tracking methods investigated in this paper. 

 
Table 1. Categorization of research methods 

Categorize Methods 
Convolution 

Network based 
Object Tracking 

Technology 

CNN-based Object Tracking Technology 
Object Tracking using Kernelized Correlation Filters 
SORT-based Object Tracking Technology 
Transformer-based Object Tracking Technology 

Meta Learning based 
Object Tracking 

Technology 

Object Tracking using Model-based Meta-learning 
Object Tracking using Optimization based Meta Learning 
Object Tracking using Distance-based Meta-learning 

 
This paper is organized as follows Chapter 2 describes convolutional network-based object 

tracking. Chapter 3 describes object tracking based on meta-learning. Chapter 4 concludes. 

2. Convolutional Network-based Object Detection and Tracking 
Technology 

2.1 CNN-based Object Tracking Technology 
CNN-based object tracking techniques use convolutional neural networks (CNNs) to detect 

objects in an input image or video. Object detection predicts the location and bounding box of 
the object. It uses the middle layer of the CNN to extract the features of the detected object. 
Feature extraction quantifies the object's features and extracts information for tracking. Use 
the extracted features to track the object in subsequent frames of the video. Typically, an 
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algorithm is used to compare the features of the object being tracked with the existing image 
and find the matching features. Fig. 1 shows the structure of a CNN network. 

In general, CNN-based object-tracking technology suffers from the following 
disadvantages. First, it requires high computational resources and computational costs due to 
the large neural network structure. Second, if an object temporarily disappears and reappears, 
the CNN-based tracking algorithm may lose the object. Third, it is difficult to maintain 
accuracy in the object bounding box when objects are occluded or overlapped. Fourth, CNN 
models require large amounts of labeled data, which makes data collection and labeling tasks 
time-consuming and resource-intensive. Finally, it is difficult to track effectively when the 
size and shape of objects in the data change. Therefore, existing CNN-based object tracking 
techniques cannot fully address the limitations of correlation filter-based trackers. 

 

 
Fig. 1. CNN network architecture 

 
D. Guo et al. [6] proposed a visual tracking method using Siamese full convolutional 

classification and regression (SiamCAR). SiamCAR is considered to be an improvement of 
the existing Siamese structure and consists of three steps: feature extraction, bounding box 
product regression, and object classification. This method improves the performance of object 
recognition and tracking by enriching the feature plane with deep learning-based 
representation learning. However, it needs to be improved in terms of speed and has the 
limitation that it does not fully utilize the information related to movement in consecutive 
frames. 

2.2 Object Tracking using Kernelized Correlation Filters 
Kernelized Correlation Filters (KCFs) are an important tool for object tracking in the field 

of computer vision. KCFs utilize kernel tricks to transform a nonlinear classification problem 
into a linear classification problem in a high-dimensional space and use the Fast Fourier 
Transform (FFT) to increase computational efficiency. These features allow KCF to provide 
fast and accurate tracking while maintaining high frame rates [7]. Fig. 2 shows an algorithmic 
flow chart of KCF. 
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Fig. 2. KCF's algorithmic flow chart of KCF [7] 

 
However, there are still some issues with the KCF technique. The first is that KCF is 

sensitive to pixel-level changes, making it relatively inaccurate for tracking large or fast-
moving objects. The second problem is that KCF is inherently sensitive to rotation and size 
changes, and tracking can fail if these changes occur in a fast time frame. The third problem 
is that KCF is inherently optimized for single-object tracking and requires additional 
algorithms to track multiple objects simultaneously. 

Y. Zhou et al. [7] proposed Scale-Adaptive KCF Mixed with Deep Features for Pedestrian 
Tracking. The proposed method is particularly effective for pedestrian tracking and shows 
higher accuracy compared to existing methods. This represents an important advance in 
reducing the sensitivity of KCFs to rotation and size changes while providing scalability to 
make KCFs applicable to different scenarios and environments. However, it is 
computationally resource intensive. B. Pu et al. [8] proposed a high-speed tracking with multi-
templates correlation filters to track multiple objects simultaneously. The proposed method 
contributed to improving the tracking performance in various objects and scenarios by 
proposing a multi-template correlation filter-based tracker. The technique is inspired by 
various data augmentation methods in deep learning to extend the CF tracker with multiple 
handcrafted training samples. The method reformulates the original optimization problem and 
provides a closed-form solution to maintain high-speed computation. Through comprehensive 
experiments, this research represents an important advance in improving tracking performance 
and further enhancing tracking performance on different objects and scenarios, further 
highlighting the versatility and flexibility of KCF. Table 2 shows a summary of studies using 
Kernelized Correlation Filters. 

 
Table 2. Summary of studies using Kernelized Correlation Filters. 

Method Characteristics Advantage Weakness 
Y. Zhou et al. [7]  Effective for 

pedestrian tracking. 
 Reduced sensitivity of 

KCF to rotation and 
size changes while 
providing scalability 
to adapt KCF to 
different scenarios 
and environments. 

 High accuracy for 
pedestrian tracking. 
 Adaptable to different 

scenarios and 
environments. 

 Computationally 
resource intensive, 
making it difficult to 
apply in real-time. 

B. Pu et al. [8]  Improved tracking 
performance across 
different objects and 
scenarios 

 Track multiple objects 
simultaneously with 
improved speed. 

 Increased algorithmic 
complexity due to 
the use of multiple 
templates 
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 Utilizes data 
augmentation 
techniques to improve 
tracking performance. 
 Highly flexible for 

different scenarios 
and objects. 

 

2.3 SORT-based Object Tracking Technology 

An object tracking algorithm, SORT, is proposed to track multiple objects in a video. SORT 
(Simple Online and Real-time Tracking) is an algorithm for object tracking that can be used 
in various fields such as video analysis and autonomous vehicles. SORT works in five steps. 
First, detect objects in each frame. In order for SORT to work, it must first detect an object. 
For this purpose, object detection algorithms such as YOLO and Mask R-CNN are used to 
detect objects. Second, extract the features of the extracted objects. When extracting the 
features of objects, SORT usually uses CNN to extract the features of objects. Use the 
extracted features to identify the objects. Third, predict the location and speed of the object 
based on the location information of the tracked objects. For prediction, the Kalman filter is 
used. The Kalman filter is a recursive algorithm that uses observations and predictions to 
estimate the current state. This allows us to predict which objects will be present in the next 
frame and continue tracking. Fourth, to increase the reliability of object tracking, we calculate 
the intersection over union (IoU) of objects. IoU measures the detected area of the detected 
object and the tracked object and matches them as the same object if it is above a certain 
threshold. This allows us to measure the similarity between the existing tracked object and the 
newly detected object. In addition, DeepSORT is based on SORT and improves the accuracy 
and reliability of object tracking through feature extraction using deep learning. Fig. 3 shows 
the structural difference between SORT and DeepSORT. 

 

 
Fig. 3. Comparison of SORT and Deep SORT Structures 
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M. L. Mokeddem et al. [9] proposed face tracking using DeepSORT. The proposed method 
uses YOLOv4 to store face images. The stored face data is passed to DeepSORT to track the 
same person, which can cut and store the face only once per person in the sequence. However, 
it has the disadvantage of low accuracy. M. I. H. Azhar et al. [10] use DeepSORT to track 
people. Unlike object detection frameworks such as CNN, the proposed method does not 
simply detect people in real-time but uses the learned information to track their trajectory until 
they leave the camera frame. It uses YOLO to detect people and then uses Deep SORT to 
process the detected people frame by frame to predict their path of travel. Thus, DeepSORT 
can be used to track people in situations where they are partially or completely occluded for a 
period of time. Table 3 shows a comparative summary of SORT-based object tracking studies. 

 
Table 3. Summary of SORT-based object tracking studies. 

Method Characteristics Advantage Weakness 
M. L. Mokeddem et 

al. [9] 
 Detecting and storing 

face images using 
YOLOv4, then tracking 
the same person with 
DeepSORT. 
 Cropping and storing 

faces only once per 
person in a sequence 

 Increased efficiency 
by cropping and 
saving faces only 
once in a sequence. 

 Tracking is not 
accurate. 
 Tracking is difficult 

if a face is detected 
incorrectly. 

M. I. H. Azhar et al. 
[10] 

 Track people in real 
time, even when they 
leave the camera 
frame, with learned 
information about their 
trajectory. 
 Track people in partial 

or occlusion situations. 

 Can detect occluded 
people. 
 Detect and track 

people in real-time. 

 Requires high 
computational 
resources for real-
time processing and 
response to 
occlusion situations. 

 

2.4 Transformer-based Object Tracking Technology 

Transformer technology, which emerged for natural language processing, has been applied 
to the field of computer vision has shown excellent performance, and has been extended to the 
field of object tracking. transformer-based object tracking technology improves inference 
speed by inferring detection and object re-identification, i.e., the tracking process, from a 
single model. 

To solve the problem of accuracy reduction caused by performing detection and tracking 
in one model, Y. Zhang et al. [11] proposed Fair Multi-Object Tracking (FairMOT). The 
proposed model improves tracking robustness by balancing the detection branch and re-ID 
branch without using anchors. The detection branch consists of three heads that predict the 
heatmap, object center offset, and bounding box size. Re-ID branch extracts identity 
embedding features for each object's location by taking advantage of the similarity of the same 
object's location in different frames. The features extracted by the two branches are used to 
perform box linking using standard online tracking algorithms. Experimental results on several 
benchmark datasets show that FairMOT outperforms other models in terms of accuracy and 
speed. F. Zeng et al. [12] proposed a Multi-Object Tracking Transformer (MOTR) model. Like 
FairMOT, the proposed model uses a single-stage method that integrates object detection and 
object tracking. The proposed model is a framework in which the entire structure is end-to-
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end, which reduces the complexity of the existing object-tracking model and improves 
learning efficiency. Based on the encoder output and the information from the past frame, the 
concept of Track Query is introduced, which allows the object position of the current frame to 
be determined and the object ID to be maintained. This enables object tracking to be performed 
simultaneously with object detection, thereby improving multi-object tracking performance. 
The model solved the ID Switch problem in which the ID values of two or more objects overlap 
due to the positions of two or more objects, by discriminating the interaction between the 
frames. In addition, the evaluation of the MOT dataset shows higher accuracy than other 
transformer-based models. In addition, object tracking models such as TrackFormer [13,14], 
which uses DETR (End -to- End to-object detection with Transformers) to detect objects and 
track queries for tracking, and TransTrack [15], which uses multi-model feature neural 
networks, have been actively studied. Table 4 shows a comparative summary of Transformer-
based Object Tracking Technology studies. 
 

Table 4. Transformer-based Object Tracking Technology studies 
Method Characteristics Advantage Weakness 

Y. Zhang et al. [11]  Constructing three 
heads for heat maps, 
object-centered 
offsets, and 
bounding box size 
estimation. 
 Identity embedding 

feature extraction for 
tracking same object 
location. 

 Performs well on a 
variety of 
benchmark datasets. 
 Simple and efficient 

in structure. 

 Highly scenario 
dependent 

F. Zeng et al. [12]  Determines current 
frame object 
position and 
maintains identity 
based on coder 
output and past 
frame information 

 Reduces structural 
complexity. 
 Increased efficiency 

of learning. 
 Solves the problem 

of changing ID 
values between 
objects 

 Requires a lot of 
computational 
resources. 
 Requires 

optimization for 
real-time 
applications 

3. Meta Learning based Object Tracking Technology 
Meta-learning is a machine learning technique where artificial intelligence models are used 

to learn new things, and it aims to improve the learning algorithm through different tasks. This 
allows it to learn quickly on tasks it hasn't learned before. While deep learning typically uses 
a lot of data to train a model, meta-learning can be done with less data. Also, the performance 
of a deep learning model depends on many factors. One of the factors is hyperparameters. The 
proper setting of hyperparameters is a very important contribution to improving the 
performance of the model. However, finding the optimal hyperparameters requires iterative 
experimentation and evaluation. This is due to the high time and human cost of data collection, 
differences in the environment, etc. Meta-learning can solve the problem of insufficient data 
and insufficient computing resources. In addition, meta-learning is used to improve data 
sparsity, model complexity, and generalization problems [16]. 
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The representative approaches of meta-learning are distance-based, model-based, and 
optimization learning methods. To this end, various types of task data are input to the meta-
learning algorithm. The results of meta-learning algorithms can be applied to learning 
algorithms such as supervised learning, unsupervised learning, and semi-supervised learning. 
As a result, the learning algorithm can predict new task data and test data. This makes it 
possible to handle various new tasks based on existing experience with less data. Therefore, 
meta-learning can be applied to model selection, hyperparameter optimization, transfer 
learning, etc. This allows deep learning models to quickly acquire and apply new knowledge. 

Furthermore, meta-learning is categorized into meta-data collection, meta-learner 
development, and application. The metadata collection stage collects data including features, 
performance metrics, and hyperparameter settings for each task. It is also used to capture and 
store knowledge extracted from learning tasks. The meta-learner develops a meta-learning 
algorithm based on the meta-data. It analyzes the data and explores the relationship between 
the features and performance metrics of each task to determine the optimal model selection, 
hyperparameter settings, and learning strategies for other tasks. This improves the 
performance of the learning algorithm and makes learning for new tasks more efficient. 

3.1 Object Tracking using Model-based Meta-learning 

Model-based meta-learning can quickly learn new tasks through pre-trained weights and 
structures. This has the advantage of being able to adapt quickly from previous learning 
experiences, even when there is little training data available. A representative model-based 
meta-learning algorithm is Memory-Augmented Neural Networks (MANN) [16]. MANNs 
learn to solve problems efficiently by storing past data in external memory. This allows it to 
quickly encode new information and apply it to a new task with only a small number of 
samples. The components of a MANN are as follows. The first is the controller. The controller 
is the neural network that performs the main tasks and can be configured as an LSTM or feed-
forward network. The controller also processes input data and manages memory. The second 
element is the external memory. This is a space where data can be stored and retrieved through 
unique addresses, and data can be accessed and modified efficiently. The last is the memory 
address mechanism. It enables the interaction between the controller and the external memory, 
generating and managing the addresses of the memory when the controller writes or reads data. 
Fig. 4 shows the structure of MANN. 

 

 
Fig. 4. The structure of MANN [16] 
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MANN's learning process includes a way for memory to store information continuously so 
that the appropriate label can be output at a later time. Thus, depending on the training episode, 
the true label yt appears with one step offset Xt+1, as in (Xt+1, yt). At the previous time step t, 
the true label is used as input, but at t+1 it appears as part of the input. Thus, the MANN 
behaves in such a way that it can remember information about the new dataset. This means 
that the memory must remember the input until the label for the current input is output later. 
This allows it to pull back on previously stored information when making predictions. MANNs 
can also use memory to store and track important information, solve long-term dependency 
problems, and can be used for many tasks, such as predicting time series data, translating 
sentences, and answering questions. 

However, there are limitations to model-based meta-learning. The first is the low 
generalization ability of the model. Since meta-model learning is built on meta-data, it is 
difficult to generalize to all tasks and situations. The second is data bias. Since meta-models 
are trained based on data from previous training tasks, the bias of the initial data will affect the 
performance of the model. In addition, there is the problem of problem complexity. Model-
based meta-learning has computational requirements to train the meta-model and make 
predictions for new tasks. Typically, meta-learning is used to solve complex problems, but its 
performance is limited for intractable problems. As a result, if the meta-model has a complex 
structure or uses large amounts of data, it requires the highest computational resources for 
training and inference and has the disadvantage of providing limited results for very complex 
problems because there is a limit to what can be inferred. 

F. Marchetti et al. [17] solved the multimodal trajectory prediction problem using memory-
augmented neural networks. It utilizes a recurrent neural network to learn store and retrieve 
trajectory embeddings from the past and the future. Next trajectory prediction is performed by 
decoding in-memory future encodings conditioned on the past. Accordingly, the CNN is 
learned on semiotic scene maps to incorporate scene knowledge into the decoding state. 
Therefore, memory growth may be limited. 

3.2 Object Tracking using Optimization Learning-based Meta-learning 

The model's optimization algorithm and initial weights are learned at the meta-level. This 
is a method to find the optimal optimization strategy and initial weights that can learn new 
tasks faster. A representative meta-learning algorithm based on optimization learning is 
Model-Agnostic Meta-Learning (MAML). MAML adjusts initial parameters to improve the 
generalization ability of the model to quickly adapt to new tasks. This can improve the 
generalization ability of most models on small datasets [18, 19]. Fig. 5 shows the structure and 
parameter update process of MAML. 
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Fig. 5. The structure and parameter update process of MAML 

 
In Fig. 5, MAML performs gradient descent to find the parameter Θ of the generalized 

model. The point of Θ is not optimal for task 1, task 2, and task 3. However, this is a point 
where you can quickly adapt to task 1, task 2, and task 3. Therefore, the meta-parameter Θ 
moves to the point (changes shape) indicated by the arrow. Accordingly, an update is 
performed with the optimal model parameter Θ* suitable for the new task Ti. This is updated 
to a value that can minimize the loss of each task through the gradient descent method. 
Accordingly, it can be generalized through adaptation to new tasks. Therefore, MAML can 
further improve model parameters and improve generalization ability. 

The disadvantages and limitations of MAML are as follows. First, the process of adjusting 
the initial parameters using gradient descent-based optimization requires a lot of 
computational cost for training and inference. Second, MAML can quickly adapt to small 
datasets but depends on the quality and diversity of the data. Accordingly, there is a 
disadvantage in that it is difficult to learn and adapt appropriate initial parameters when the 
quality of the data is low or lacks diversity. Third, the influence of initial parameters is strong. 
Accordingly, inappropriate settings of initial parameters can reduce MAML model 
performance. Lastly, MAML can generalize to small datasets, but overfitting problems may 
occur if initial parameters are overly adapted to small datasets. 

Z. Li et al. [20] proposed Fast and Robust Visual Tracking with Few-Iteration Meta-
Learning. In the proposed method, the base learners are mainly object and background 
classifiers, and an object bounding box prediction regression network is used here. Also, the 
main goal of a transformer-based meta-learner is to learn the representations used by the 
classifier. This can solve the problem of deteriorating real-time performance when there are 
too many iterations in the model optimization process during offline training or the model 
update process during online tracking. 
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3.3 Object Tracking using Distance-based Meta-learning 

Distance-based measures the similarity between the support set and the query set. This 
method is mainly used in tasks that use a small number of training data. The support set is a 
data set used in the meta-learning process. It usually consists of a few samples of each class, 
each sample containing information about the class. The support set is used to learn the initial 
model or base model. Query sets are used to evaluate and measure the performance of meta-
trained models. In addition, generalization performance is evaluated. Distance-based meta-
learning determines whether two data points belong to the same class. Accordingly, the 
structure and relationships between data can be considered. Therefore, generalization 
performance can be improved by grouping similar data and assigning weights according to the 
distance. Distance-based meta-learning can be effectively used in fields such as image 
classification, object detection, and natural language processing. Representative models of 
distance-based meta-learning include Siamese neural network, matching network, and 
relationship network. 

Siamese neural network is a method of learning similarity functions through deep learning 
methods. It has the following characteristics. First, the Siamese neural network consists of a 
parallel structure that uses two image data as input. Accordingly, each of the two images is 
input to one network, and the probability value for the class is used as a weight, and whether 
or not the two images are the same is determined through the probability value. Therefore, 
relationships between input data can be learned and similarity measured. Similarity calculates 
the distance and similarity between input data through methods such as Euclidean distance, 
Manhattan distance, and cosine similarity distance. It can perform various tasks that measure 
or compare similarity in data comparison, classification, object detection, etc. Second, the 
Siamese neural network has symmetry. For example, given two images a and b, a∘b means 
that the two image data belong to the same class. The Siamese neural network is symmetric 
because it uses a distance-based metric. Therefore, a∘b and b∘a have the characteristic that 
they must always be the same. Lastly, the Siamese neural network is useful when training data 
is insufficient and has the feature of improving generalization ability by learning the relative 
relationships between data [21]. Fig. 6 shows the structure of the Siamese neural network. 

 

 
Fig. 6. The structure of the Siamese neural network [21] 
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In the structure of the Siamese neural network in Fig. 6, the L1 Norm is obtained using the 
features derived from each network. L1 Norm refers to the distance between each feature. 
Accordingly, single values 0 and 1 are expressed through a fully connected network and a 
sigmoid function. 1 means the same class, and 0 means the class is not the same. In addition, 
the loss value is obtained through the binary cross entropy for the predicted value and target 
appearing in the fully connected network. For example, in the case of a one-shot task, input 
the test image into one network and input the images included in the support set into the other 
network one by one. Accordingly, the images with the highest probability value are classified 
into the same class. 

A relationship network is a model that represents the similarity between each piece of data. 
This is similar to a Siamese network, but there are several differences. The first difference is 
that in Siamese networks, relationships are extracted through L1 distance. On the other hand, 
in relational networks, predictions are made through a convolutional classifier. Accordingly, 
the relationship score is extracted by concatenating the features extracted between the sample 
dataset used as input and the test data. The second difference is that Siamese networks use 
cross-entropy as the object function. On the other hand, relationship networks use the MSE 
Loss function to predict relationship scores that are more suitable for regression than binary 
classification [22]. Fig. 7 shows the structure of the relationship network. 

In the relationship network structure shown in Fig. 7, each data is first embedded. 
Accordingly, the sample data set and the test data are paired, and the features extracted from 
the two image data are concatenated and used as input to the relationship module. Therefore, 
a relationship score is extracted, and similarity is extracted based on the relationship score. 
Accordingly, similar classes are determined by comparing test data and sample data. This 
concatenates the embedding value and uses it as an additional input to the relationship module, 
using the output value as a similarity. 

 

 
Fig. 7. The structure of the relationship network [22] 

 
A matching network is a method of learning a classifier using a small amount of support 

sets. The classifier defines a probability distribution for the output labels for a given test 
sample image [23]. Accordingly, the output of the classifier is defined as the label sum of the 
support samples with weights applied in the attention kernel, and the value of the attention 
kernel has the characteristic of being proportional to the degree of similarity between the 
support set image and the test set image. Additionally, because a non-parametric approach is 
used, the number of parameters varies depending on the size of the learning data. This has the 
advantage of being more flexible because it does not assume that the data follows a specific 
distribution. The goal of the matching network is to find the similarity between the support set 
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and the batch set through the attention mechanism [24, 25, 26]. Accordingly, argumax (the x 
value that maximizes the function f(x)) is applied to set the class with the highest similarity as 
the label of the batch image. Fig. 8 shows the structure of the matching network. 

 

 
Fig. 8. The structure of the matching network [23] 

 
 In the structure of Fig. 8, there are images with three classes in the support set. There is 

also a target image for testing. Through a matching network, the weight is determined through 
the label and attention value of the batch set, and classification is performed through the 
probability value for the highest weight. 

A. Deng et al. [24] proposed a Slight Aware Enhancement Transformer and Multiple 
Matching Network for Real-Time UAV Tracking. The proposed SiamSTM can leverage a 
lightweight transformer to encode strong target appearance features and use a multi-matching 
network to fully recognize the response map information and improve the tracker's ability to 
distinguish between targets and backgrounds. Thus, Siamese neural network trackers have 
solved complex factors such as occlusion, viewpoint change, and interference of similar 
objects that occur when tracking unmanned aerial vehicles. 

4. Conclusion 
Recent video-based object detection and tracking using deep learning is not only difficult 

to identify due to object shape changes, similarity, and occlusion, but also difficult to respond 
to various situations such as movement or speed differences between objects. Deep learning 
internally, CNN-based object tracking faces problems such as computational cost, continuous 
tracking, out-of-plane object tracking, data volume, class imbalance, object size and shape 
changes, occlusion, and overlap, and existing methods such as SORT Object tracking research 
does not consider interactions between objects, so there are limitations in accurately detecting 
slow-moving objects or responding to differences in speed between objects. To solve this, 
algorithms such as DeepSORT improve accuracy by applying another deep learning model, 
but problems still exist in aspects such as computational cost, response speed, and continuous 
tracking limitations due to structural problems. Externally, deep learning-based anomaly 
detection algorithms have difficulties in securing abnormal pattern data, limitations in 
adaptability and generalization ability to new abnormal behavior, and limitations due to 
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computational complexity. Transformer technology is used for object detection in a different 
approach from existing CNN-based object detection methods and uses a self-attention 
mechanism to model interactions between features. The self-attention mechanism can identify 
interactions between objects, enabling more accurate detection that considers dependencies or 
relationships within the image. However, Transformer-based object detection has higher 
computational costs and may require a large model size compared to existing CNN-based 
methods, which increases the computational resources required for learning and inference. 
Various deep-learning technologies are used to solve these problems. Therefore, in this paper, 
we investigated meta-learning-based object-tracking technology. This introduced object 
detection and tracking technology and meta-learning-based object tracking technology. 
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